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I.INTRODUCTION: 

I.1:  The Importance of pyridine and its Derivatives: 

                 Pyridine is among the most important nitrogen-containing heterocyclic 

compound with chemical formula C5H5N.  It has a weak base characteristic and 

it's structure consists of an unsaturated hexagonal ring containing a nitrogen atom,  

[1,2]. Generally, pyridine is used in many industries such as pharmaceutical, 

agrochemicals, pesticide, rubber and adhesives; pyridine in the preparation of 

pyridine cetyl chloride and peridenium lauryl chloride, which are used as sterilizers 

in oral and dental care used and is also an important solvent and reagent.  In 

addition to that, it is used invitro to synthesis of DNA[3] , in the synthesis of 

sulfapyridine (a drug against bacterial and viral infections), antihistaminic drugs 

tripelennamine and mepyramine, as well as water repellents, bactericides, and 

herbicides[2,4-6], antibacterial [7], anti-Malarial agents [8] and antitumuors[9,10]. 

Pyridine derivatives have been used in charge transfer complex formation with  

and π acceptors [11, 12]. 

              Hydroxypyridines compounds are of special interest since they can 

function as n- and π-donors, and studying of their CT interactions can help to 

explain many chemical and biological phenomena, which they take part.  They 

have various applications in medical and pharmacological filed, in addition to their 

use in analytical chemistry  
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                 The chemical structure of the 3-hydroxypyridine (3HP) and 4-

hydroxypyridine(4HP) are given in Fig. 1. 

 

Fig.I.1: Chemical structure of 3-hydroxypyridine and 4-hydroxypyridine 

                

 

              3HP and 4HP have many derivatives that are widely used in medical drug 

fields and have a great important for uses in antibacterial and antifungal activities 

against a variety of microorganisms[7,13,14]. In fact, 3HP derivatives are 

structural analogs of pyridoxine (vitamin B6) compounds, which are important in 

the metabolism of man and animals thus it have interesting in chemical and 

pharmacological applications. One of the most effective drugs belonging to this 

group is ethyl methyl hydroxyl pyridine succinate (mexidol, mexi- cor), which is 

used in neurology for acute and chronic brain circulatory insufficiency[15], and its 

derivatives are  used as an active antioxidant in many fields like food and 

pharmaceuticals[16]. 4HP and its derivatives show up optical, chemical properties 

and antimalarial activity  [1,8]. The present investigation report the study of 

formation CT complexes between possible π- and n-donors (3HP & 4HP) with σ-( 

Iodine) (I2) and π- (2,3-dichloro-5,6-dicyano-p-benzoquinone)(DDQ) acceptors.  



3 

 

Compounds that contain bond between an electron donor-electron acceptor is 

called Charge transfer (CT) complexes which formed through intermolecular 

electronic charge-transfer transition which accompanied by hydrogen transfer or 

electron transfer between donor and acceptor.  Weak bonds formed between donor 

and acceptor by Charge transfer interaction.  The formation of CT complexes 

between π- and n-donors with σ- and π-acceptors has been investigated[12,17-21]. 

I.2 : Literature Review 

               Mulliken is one of the most important scientists Who worked to explain 

the intermolecular charge-transfer (CT), where he pointed out that the bond 

between the components of the complex being postulated to arise from the partial 

transfer of these  electrons from the base (D) to orbitals of the acid (A) (Lewis 

acid–Lewis base interaction).  The donor molecule is an electron-rich aromatic 

compound, (a molecular with an unshared pair of electrons).  The acceptor is an 

electron deficient molecule, ( a proton, a Lewis acid, a halogen, an electron-poor 

aromatic ring or a transition metal ion)[22,23]. 

             A new absorption band of a D–A complex appears  in the the UV or 

visible part of the spectrum at a longer wavelength than any of the component 

spectra  and are known as CT bands , commonly attributed to an intermolecular CT 

transition, involving electron transfer from the donor to the acceptor[23].  
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                   Charge transfer complexes have been gaining importance due to their 

individual physio-chemical properties and varied range of appliacation such as 

optical materials, drug-receptor interaction mechanism, uses in solar energy, 

surface chemistry and play a role in biological systems[18-20,24]. During the last 

decade, the drug-acceptor interaction in solid state and in solution have captuerd 

the attention of many studies due to is cheaper, simpler, and more efficient than the 

methods of drug determination[21,25]. Also, the study of this type of  complexes is  

important in understanding the drug–receptor interactions and the mechanism of 

drug action[14,20,26]. These CT complexes show potential antimicrobial 

properties against Gram-positiveand Gram-negative bacteria as well as fungi[21].  

                Considerable work has gone into trying to understand the phenomena of 

charge transfer complexes [27-33] using several spectroscopic techniques and 

thermal analysis [34-36]. The experimental results obtained were discussed and 

interpreted with aid of theoretical calculations [36]. The steady advances in 

computer technologies along with the improvement of computational techniques 

enabled us to model and to simulate large systems. Nevertheless, it stills a key 

challenge. Nasrin and Badiadka developed a simple and accurate 

spectrophotometric method for the analysis of clotrimazole (CLZ) in pure drug and 

its pharmaceutical products. They found a linear relationships (R=0.9985 – 0.9995) 

between the absorbance and the concentrations of CLZ for the CLZ-TCE and 
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CLZ-TCNQ charge transfer complexes [37].  Biswajit Roy et al. used the density 

functional theory (DFT) to study the ground state of the (1:1) and (1:2) charge 

transfer complex formed between zinc tetraphenylporphyrin and a set of four 

aromatic solvents. The association constants have been determined for the ground 

state charge transfer complex by Benesi–Hildebrand method [38]. 

                Animesh and Bula studied formation of 1:1 synthesized charge transfer 

(CT) complex between 1-(2-Thiazolylazo)-2-naphthol (TAN) and aromatic nitro 

compounds by the different spectroscopic technique such as FT-IR, 1H NMR, 

UV–visible spectroscopy, in addition to elemental analysis. The results obtained 

experimentally have been analyzed with aid of DFT/B3LYP quantum chemical 

calculations [39].  Tetra methyl ethyl enediamine (TMEDA) formed a series of 

charge transfer molecular adducts with σ, π, and vacant orbital acceptors.  These 

adducts were characterized by spectroscopic methods, elemental and thermal 

analysis. In addition to that, the electrical and biological activity properties of the 

obtained adducts have been studied and the results have been discussed [40].  

 Marwa   et al. developed spectrophotometric method for determination of 

fenoprofen calcium drug (FPC) based on the charge transfer (CT) as n-electron 

donor with (Quinalizarin, QZ) (as π-acceptor) to give highly colored charge 

transfer complexes [41].  Natália et al. studied  the charge transfer complexes 

formed between N,N-dimethylaniline and N,N-diethylaniline with SO2. Moreover, 
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the thermochromism property for the solution of these CT complexes was studied 

using resonance Raman spectroscopy technique. TDDFT quantum calculations 

have been used to aid in the interpretation of the obtained results [42].  

   The hydrogen bonded complex formed between amino quinoline (4AQ) 

as an electron donor chlornilic acid (CLA) as a π acceptor in different solvents was 

studies by Khairia M. Al-Ahmary et al. [36].  The stoichiometery of the formed 

adduct has been obtained by job's method.  The solid adducts obtained have 

characterized using elemental analysis as spectroscopic techniques. The results 

have been explained with aid of quantum chemical calculation using DFT /B3LYP 

and TDDFT level of theory[36].  

                The effect of increasing the  pressure of oxygen on poly(3-

hexylthiophene) shows that the formation of charge transfer complexes between 

these two species leads to the alteration of some properties such as conductivity 

(increases), and the charge carrier mobility (lowered) [43]. A series of quinolone 

derivatives possessing antibacterial activity was determined spectrophotometrically 

through charge transfer complex formation with TCNQ, DDQ and Chloranilic acid 

(CL) as  acceptors. The results for Statistical analysis shows no significance 

between the methods proposed in this study compared to the other official methods 

[44]. The application of charge transfer interactions in the field of electronic 

devices with special emphasizes to the light emitting devices in addition to the 
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photovoltaic cells has been studied by X. Ji et al. [45]. One of the most electron 

acceptors that give rise to spectacular CT-complexes with variety of donors are 

Quinones  due to thier importance in biological reactions[12]. Quinones are used in 

oxidative phosphorilation, photosynthesis, sensi- tised oxidations and  involved in 

processes of energy storage and utilization[13,46-48]. 

                   Iodine molecule is a σ electron acceptor from n-donors and has 

biological significance [3].  Iodine and iodine derivatives are used in a wide range 

of medical, agricultural, and industrial applications  and in the  industry of  

polarizing film in liquid crystal display (LCD) screens, also used during nuclear 

accidents to protect the thyroid gland against exposure to radioactive. [49-52]. 

Thus, the mechanism of interaction of these biologically important acceptors is a 

research topic of significant interest [3].  For this, number of studies were focused 

on  charge transfer complexes with different donors [22, 24,30] . 

                 Likewise DDQ (2,3-dichloro-5,6-dicyanobenzoquinone) is derivative of 

Quinones commonly known as electron acceptors used in chemical synthesis [13]. 

Its charge-transfer complexes have been the subjects of an extensive study [13,48]. 

one of the most important applications of DDQ is that used to determination of 

caroverine [53].  It has several major functions include the deprotection of 

thioacetals, acetals and ketals and conversion to aldehydes and ketones, and the 

deprotection of benzyl,  mediated carbon-carbon bond formation for the synthesis 
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of quinolines from imines and alkynes or alkenes, dehydrogenation of 

hydroaromatic compounds.[54-56] 

                   The effects of solvent  was studied on the spectroscopic and 

thermodynamic properties of the charge transfer (CT) complexes of different 

electron acceptors[46,57].    The results showed that the solvent plays an important 

role by changing both the thermodynamic and spectrophotometric properties of 

these molecular complexes.  These studies pointed out the solvents to compete as 

electron donors[23,58-60]. Several charge transfer studies on pyridine derivatives 

were conducted including experimental and theoretical studies [11, 61-65]. 

                    Several High level quantum chemical studies have been conducted by 

several authors and found to provide  an excellent prediction  for investigating non-

covalent interactions[8,10,11,13,66-69,77]. 

                  The density functional theory (DFT) was found to be an effective tool 

in the study of the association between structures and spectral properties [36, 78, 

79].  Moreover, the time-dependent density functional theory (TD-DFT) has been 

used to calculate the electronic absorption spectra and spectroscopic properties of 

charge transfer and hydrogen bonded complexes [80, 81].  Recently, a combination 

of DFT calculations and different spectroscopic techniques performed on CT 

complexes has been reported in the literature [72, 82].  
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                   Based on the importance of describing the mechanism of the charge 

transfer complexes  under investigation, we here introduce  a detailed   

spectrophotometric study of the charge transfer complexation between 3HP and 

4HP  as electron donors with DDQ and I2 as electron acceptors in different 

solvents (chloroform, acetonitrile, ethanol, methanol). The electronic spectra 

included the observation of the CT bands, the relevant stoichiometric ratios for the 

reactions, and the formation constants of the formed complexes were investigated.  

This also allowed us to study the stability of the CT complexes by measuring 

spectroscopic physical parameters like transition energy, resonance energy, free 

energy change, dissociation energy, and ionization potential.  In order to provide 

support to the experimental results, density functional theory (DFT) and time 

dependent functional theory (TD-DFT) methods were applied using the B3LYP/6-

311+ (d,p) basis sets.  The optimized structures of the donor, acceptor, and CT 

complexes were calculated and analyzed. In addition, geometrical parameters were 

computed and are presented here. The origin of the electronic spectra will be 

explained through TD-DFT analysis, considering the effect of the solvent using the 

polarizable continuum model (CPCM). 

 

I.3:The Aim of the work 

 Chemical reactivity of compounds such as 3-hydroxypyridine and 4-

hydroxypyridine   molecules could be discussed and interpreted only based on their 
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accurate structural data, electronic structure, and their molecular forces.  The 

determination of the structural parameters of the preferred conformation and 

investigation of their electronic structure represent an important task needed to get 

more understanding about their mode of biochemical action.  Such investigations 

considered an essential step in the projects of designing new derivatives acting as 

new active derivatives of possible optical and biological activity.  Also the accurate 

geometrical data are very important input in the normal coordinate calculations to 

investigate quantitatively the fundamental normal vibrations and the determination 

of the molecular force field of these molecules as well as their derivatives.  

Literature survey on experimental and theoretical studies carried out on these 

compounds showed that there is a lack in the experimental as well as on the 

theoretical systematic study of their geometry as well as their electronic structure.  

            These classes of compounds are generally electron donors in nature and the 

formation of charge transfer complexes with electron acceptors represent an 

important biochemical step in many of the biochemical processes in solutions of 

these compounds.  Quantitative investigation of the formed charge transfer 

complexes with different acceptors and their expected geometry will shed strong 

light on the biochemical behavior and stability of these species in solution. 
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The Objectives of the work covered in this thesis are: 

1- Determination of the preference ground state molecular geometry of  3-

hydroxypyridine and 4-hydroxypyridine using different theoretical quantum 

mechanical levels of computations  in gas phase and in different solvents and 

comparing the results with the available reported experimental data for these 

compounds.   

2- Investigating the ground state geometry of the acceptors used in this study 

including I2 and DDQ in gas phase and in different solvents. In addition to that, the 

electron accepting nature of these molecules will be discussed. 

3- Investigating the charge transfer complexes formed between 3-

hydroxypyridine and 4-hydroxypyridine as donors and Iodine molecule (I2) as - 

acceptor and with DDQ as π-acceptor, and determining the preference geometrical 

structure of these complexes using spectrophotometric studies in addition to 

theoretical studies. 

      Representation of the different donor compounds and acceptor compounds , 

which are the subject of our investigation in this work, is   given in Fig. I.2. 
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Fig. I.2 :  Molecular representation of: (A)3-hydroxypyridine(3HP) ,   

(B)4-hydroxypyridine(4HP) and  (C) 2,3-dichloro-5,6-dicyanobenzoquinone(DDQ). 
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I.4 : Theoretical Background 

I.4.1: Molecular Orbital Calculations 

I.4.1.1: Hartee-Fock MO-Methods: The basic equation in molecular orbital 

calculations is the time independent Schrödinger equation [83]. 

             H (qi,q) = E (qi,q)                                               (1) 

H is the Hamiltonian which is a differential operator representing the total energy, 

E is the value of the energy of the state, and (qi ,q) is the wave function which 

depends on both the spatial as well as the  spin coordinates of all particles forming 

the molecular system.   

The Hartee-Fock method is the most common type of calculation (abbreviated 

HF.In this method the primary approximation is called the central field 

approximation. This means that the Coulombic electron-electron repulsion is not 

specifically taken into account. However, its net effect is included in the 

calculation for closed shell configurations; the molecular HF-wavefunction is 

expressed as a full antisymmetrized determinant of spin – orbitals (Slater 

Determinant). Each spin-orbital is the product of the spatial orbital and the spin 

function (- or - function). Within the Born-Oppenheimer approximation 

(separation of the electronic and nuclear motions) [84] the expression for Hartee-

Fock molecular energy EHF is given by the variation theorem[85].  
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       (2) 

D  is the normalized Slater-determinant Hartree-Fock wave function, 

    (3) 

VNN is the potential energy due to nuclear repulsion and does not involve electronic 

coordinates.  is the sum of one-electron operators  and two-electron 

operators  

       (4) 

       (5) 

         (6) 

The Hartree-Fock energy of a molecule is  
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where Jij is the coulomb integral and Kij is the exchange integral. The one electron-

operator symbol was changed from Fi to . The one-electron core Hamiltonian 

 omits interaction electron i with other electrons. The sums over i and j are 
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over the n/2 occupied spatial orbitals i of the n-electron molecule, each is 

normalized  

  

  for ij (orthogonal) 

 

The closed shell orthogonal Hartree-Fock MOs satisfy 

 F(1)i(1) = ii(1)       (11) 

Where i is the orbital energy and  is the Hartree-fock-operator 

     (12) 

and  as given before : 

       (13) 

where, in equation (13), the first term on the right is one electron kinetic energy 

operator and the second term is the potential energy operators for the attraction 

between one-electron and the nuclei. 

 (1) is the potential energy of interaction between electron 1 and a smeared-out 

electron with electronic density  the factor 2 occurs in equation (12), 

because there are two electrons in each spatial orbital. To obtain the expression for 

the orbital energies i one multiplies equation (11) by  and integrate over all 

space (using the fact that i is normalized).  
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       (14) 

 

      (15) 

summation, equation (15), over the n/2 occupied orbitals gives 

  

Substituting in equation (7) 

    (16) 

Since there are two electrons per MO, the quantity 2  is the sum of orbital 

energies. 

 For accurate SCF wave functions Roothaan[86]proposed to expand the 

spatial orbitals i  as linear combination of a set of one electron basis functions s: 

        (17) 

(to avoid confusion one uses the letters r, s, t and u to label the basis functions ; 

and letters i, j, k, and  to label the MOs). Substituting equation (17) into equation 

(15) gives  

       (18) 

Multiplication by  and integration gives 

   r = 1,2,….,b   (19) 
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 det (Frs - iSrs) = 0       (20) 

The last equation is called a secular determinant where the roots give the orbital 

energies i , and equation (19) is solved by an iterative procedure while the 

expression of Frs is given by  

 (21) 

The two-electron repulsion integral is defined as 

  

Hence  

  

   t = 1,2,…,b  u = 1,2,…,b 

the Ptu  is an element of electron density matrix (charge density bond order matrix). 

The electron probability density   is given by   

 (x, y, z) = nj jj 


     (22) 

The sum is over different orthogonal spatial MOs and nj  is the number of electrons 

in the MO j for closed shell molecule : 

   (23) 

  

To express the Hartree-Fock energy in terms of integral over the basis functions, 

one writes 
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   (24) 

Where i are orbitals energies. The nuclear repulsion term VNN is given by  

  

r  is the internuclear distance.  

 

   Because of the central field approximation, the energies from HF calculations are 

always greater than the exact energy and tend to a limiting value called the 

HartreeFock limit.  The wave function in HF calculations must be described by 

some functional form, which is only known exactly for few one electron systems. 

The functions used most often are linear combinations of Slater type orbitals exp (-

ax) or Gaussian type orbitals exp (-ax2), abbreviated STO and GTO respectively. The 

wave function is formed from linear combinations of atomic orbitals or more often 

from linear combinations of basis functions. Because of this approximation, most 

HF calculations give a computed energy greater than the HartreeFock limit. 

A number of types of calculations begin with a HF calculation then correct for the 

explicit electron-electron repulsion, referred to as correlation. Some of these 
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methods are Mohlar-Plesset perturbation theory (MPn, where n is the order of 

correction), the Generalized Valence Bond (GVB) method, Multi-Configurations 

Self Consistent Field (MCSCF), Configuration Interaction (CI) and Coupled Cluster 

theory (CC). As a group, these methods are referred to as correlated calculations. 

I.4.1.2: Ab-initio Method: The term “ab-initio” is Latin for “from the beginning”. 

This name is given to computations which are derived directly from theoretical 

principles, with no inclusion of experimental data. Most of the time is referring to 

an approximate quantum mechanical calculation. The approximations made are 

usually mathematical approximations, such as using a simpler functional form for a 

function or getting an approximate solution to a differential equation.  

The most common type of ab-initio calculation is called a HartreeFock calculation 

(abbreviated HF), in which the primary approximation is called the central field 

approximation. This means that the Coulombic electron-electron repulsion is not 

specifically taken into account. However, its net effect is included in the 

calculation. This is a variational calculation, meaning that the approximate 

energies calculated are all equal to or greater than the exact energy. The energies 

calculated are usually in units called Hartree (1 H = 27.2114 eV). Because of the 

central field approximation, the energies from HF calculations are always greater 

than the exact energy and tend to a limiting value called the HartreeFock limit.  
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The good side of ab-initio methods is that they eventually converge to the exact 

solution, once all of the approximations are made sufficiently small in magnitude. 

However, this convergence is not monotonic.  Sometimes, the smallest calculation 

gives the best result for a given property.  The bad side of ab-initio methods is that 

they are expensive. These methods often take enormous amounts of computer cpu 

time, memory and disk space. The HF method scales as N4, where N is the number 

of basis functions, so a calculation twice as big takes 16 times as long to complete. 

Correlated calculations often scale much worse than this. In practice, extremely 

accurate solutions are only obtainable when the molecule contains half a dozen 

electrons or less.  

I.4.1.2.1: Gaussian Functions and Basis Sets: There is a need for well-defined 

ab-initio molecular orbital calculations, which are simple enough to be applied 

systematically to moderately large organic molecules. One such method is the 

linear combination of atomic-orbital self-consistent-field (LCAO SCF) method 

using a minimal basis set of Slater-type atomic orbitals, STOs, [87]. For molecules 

with no atom heavier than fluorine, only ls, 2s, and 2p atomic orbitals are involved 

and these have the form:  

  

     (25) 
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In general, different values of the exponents 2  may be used for 2s and 2p 

functions. It is preferable to treat exponents as further variational parameters 

leading to final optimized  values [88]. 

 In variational calculations, each MO is described as a linear combination of 

atomic orbitals [86], each molecular orbital is written in the form  

        (26) 

Where   are basis functions and Ci  are variational coefficients.  

 Evaluation of two-electron integrals over STOs is time consuming. One way 

to overcome this problem is to represent each Slater-type orbital, equation (24), by 

a linear combination of a small number of Gaussian-type  

orbitals   each of which is a sum of K Gaussian functions (K = 2-6). The 

representation of STOs by a small sum of Gaussian functions provides a rapidly 

convergent method for finding self-consistent molecular orbitals simulating those 

directly based on an STO set. These combinations are obtained for Slater-type 

orbitals with  = 1 and then uniformly scaled. Thus  

  

where  
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      (27) 

  

Here the constants d andare chosen to minimize the integrals 

 and  

which are subjected to normalization constraints while g1s and g2s are the Gaussian-

type orbitals: 

  g1s (, r) = (2/)3/4 exp(-2r) 

 g2p (, r) = (128 5/3)1/4 r exp (-2r2)cos   (28) 

Two points should be noted about the expressions (27). In first place, the 2s 

exponential function is replaced by a linear combination of 1s Gaussians. This is 

because integrals involving 2s-type Gaussian functions can not be handled by such 

elementary methods. Second, the combinations of , and   share the same set 

of Gaussian exponents  

 In practical calculations, the basis functions  are frequently chosen to be 

contracted Gaussian functions [89], which is fixed linear combinations of Gaussian 

functions equation (28). The use of such functions permits explicit integration of 

Hamiltonian operator [90]. 

 Some of the terms used to describe STO basis sets[91-94] are indicated 

below . 

i- Minimal basis set: Where each atomic orbital is represented by one basis 

function for the shells occupied or partly occupied in the atomic ground state. For 
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organic molecules with only first-row atoms, a minimal set consists of a 1s 

function for hydrogen and 1s, 2s, 2p functions for heavy atoms. One problem with 

minimal basis sets is that they do not allow alteration of the basis orbitals in 

response to changing molecular environment. Therefore, the minimal basis sets is 

unreliable in comparison between charged and uncharged species. Anisotropic 

environments are another problem for minimal basis sets.  

ii- Double-and triple-Zeta basis set :The double-Zeta basis set is obtained by 

replacing each STO of a minimal basis set by two STOs that differ in their orbital 

exponents    (Zeta). The triple-Zeta is the same as double-Zeta but three STOs are 

used and differ in their orbital exponents.  

iii- Double-Zeta polarization set(DZ+P or DZP): It adds to a double-Zeta basis 

set an additional set of five 3d functions on each heavy atom and a set of three 2p 

functions on each hydrogen atom.  

iv- Split-valence basis set: This basis set uses two STOs for each valence atomic 

orbital and only one STO for each inner-shell atomic orbital. The coefficients of 

these two kinds of orbital can be varied independently during contraction of the 

MOs. 

Gaussian-type orbitals (GTO) 

 The radical part has the form 

       (29) 
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 These functions are easily integrable but they have the disadvantage of the poor 

description of the properties near the nucleus, therefore, more than one GTO are 

needed to describe the atomic orbitals. The GTO has the following form in 

Cartesian coordinates: 

    (30) 

Where N is the normalization constant, is a positive parameter (orbital exponent), 

i, j and k are integers  0; the sum of these three integers is some how related to the 

angular momentum quantum number for the atom.  

Thus, when  

i + j + k = 0 the GTO is called a s-type Gaussian (zero-order Gaussian function) 

i + j + k = 1 the GTO is called a p-type Gaussian (first-order Gaussian function) 

i + j + k = 2 the GTO is called a d-type Gaussian (second-order Gaussian function) 

 

Contraction of Gaussian basis set: Contraction of basis set is a method used to 

reduce the number of basis functions and so reduce the time of calculation. Each 

basis function is taken as a linear combination of small Gaussians 

        (31) 

Where gu is a primitive Cartesian, dur  is a coefficient and is constant during 

calculations. The coefficients of the Gaussian functions are adjusted to give as 

good a fit as possible to the Slater orbitals. r  is called a contracted Gaussian type 
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function (CGTF), where the latter is used instead of the primitive Gaussian as basis 

set. The total energy is related to the number of primitive Gaussians, when the 

number of the primitive Gaussians increases this leads to expand inner-shell 

atomic orbitals and the iner- and outer-components of the valence-shell functions 

[95] and this is reflected on the total energy of a molecule and tends toward 

improving. Some types of basis sets that use CGTF are indicated below. 

1- STO-NG [87,96]: 

Each STO, CGTFs, is a linear combination of N primitive Gaussians, where N = 2-

6 Gaussian functions (STO-2G, STO-3G…. STO-6G). The STO-3G set, in 

particular, is very economical to use as a minimal basis and can be applied to quit 

large organic molecules. However, minimal basis sets, such as the STO-3G, do not 

give good descriptions of relative energies; force constant and electric dipole 

moments. 

2- N-21G [97,98]: 

This basis set commonly uses split-valence basis sets of CGTF. Each inner-shell 

AO is represented by a single CGTF, which is a linear combination of N primitive 

Gaussians; for each valence-shell AO, there are two CGTFs one of them is a linear 

combination of two primitive Gaussians and other is a single diffuse Gaussian. 

Both the widely used minimal STO-3G and split-valence 3-21G basis sets are 

moderately successful in reproducing the experimental equilibrium geometries of a 
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variety of compounds incorporating normal-valent second-row elements, both 

methods are very bad in their attempted description of the structures of hyper 

valent species. 

3- N-31G[91,99]:  

In this basis set, the inner-shell AO is represented by a single CGTF, that is a linear 

combination of N primitive Gaussians. The valence-shell AO is represented by two 

CGTFs one of them is a linear combination of three primitive Gaussians and the 

other is only one primitive Gaussian. This basis set yields hydrogenation energies 

significantly in better agreement with experimental than those obtained using N-

21G basis sets. 

4- 6-311G [100]:  

Each inner-shell orbital is represented by three CGTF (that is a linear combination 

of six primitive Gaussians) and each valence-shell orbital is represented by three 

CGTFs; one CGTF is a linear combination of three primitives and two CGTFs 

each of them contains one primitive. This basis set is generally applicable to 

molecules of moderate size. 

5- Polarization basis functions[95,99]:  

 The polarization functions are added to give additional flexibility to the 

description of MOs. These polarization functions are second-order Gaussian for 

non hydrogen (d-type) and first-order (p-type) Gaussian for hydrogen atoms. Such 
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functions have been added to STO-NG*, N-21G*, N-31G* and N-311G* 

(polarization functions on heavy atoms) and to STO-NG**… and N-311G** 

(polarization functions on heavy and hydrogen atoms). The d-type functions are 

important in contributing to electron correlation within the atomic valence shell as 

well as acting as polarization functions for UHF occupied orbitals, in some 

compounds exist and often exhibit high thermochemical stability and this is due to 

the availability for bonding of unfilled but low-lying d-type atomic orbitals on the 

second-row element. The concept of d-orbital participation in the bonding of 

hypervalent compounds has been repeatedly confirmed by quantitative molecular 

orbital calculations.  

Selection of basis sets: 

 Some observations that one has to keep in mind when choosing a basis set 

are:  

i- Bond length errors for STO-3G calculations are generally somewhat larger for 

the larger basis sets, but do not change appreciably from 3-21G* through 6-

311G*.  

ii-  STO-G generally provides a poor account of bond distance in hypervalent 

molecules such as inter halogen, because d-functions are absent.  

iii-  Correlated methods generally provide bond length improvement over simple 

HF methods, except for hypervalent molecules. 
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iv-  HF and correlated models generally give comparable results for bond angle, 

regardless of the basis set.  

v-  All levels of HF and correlated methods describe well the energetics of 

isodesmic reactions, even with small basis sets. Errors for semi-empirical 

methods are much larger (isodesmic processes are reactions in which the 

number and types of bonding and non-bonding electron pairs are held 

constant). 

1.2.1.5: Population analysis: Mulliken proposed a method to analyze the SCF 

wave function. Each MO has the form [101] 

    (32) 

The probability density associated with one-electron in i is  

  (33) 

Integration over three-dimensional space and using the fact that i and the s  are 

normalized, one gets 

   (34) 

where    are the overlap integrals:    and so on.Mulliken 

proposed that the terms in equation (34) be apportioned as follow: one electron in 

MO i   contribute   to the net population in 1,  to the net population in 2 , 

and so on. Let  ni  electrons occupy the MO i (ni = 0, 1, 2) and let nr,i and nr-s,i  
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represent the contributions of electrons in MO i to the net populations in r  and 

to overlap population between r  and s respectively, one gets 

      (35) 

Summing over the occupied MOs 

     (36) 

nr  is called the net population in r. The sum of all the net overlap populations 

equal the total number of electrons in the molecule (n) 

     (37) 

The gross population Nr  inr  is given by  

       (38) 

The sum of gross population for all basis functions centered on atom A is given by: 

        (39) 

r  A means all functions centered on atom A. 

The net charge q on A is given by: 

 qA = ZA - NA 

where ZA   is the atomic number of atom A. 

  

I.4.2:  Overview of the  Density Function Theory: 

In the Density Functional Theory (DFT), the total energy is expressed in terms of 

the total electron density, rather than the wave function (as in HF ab-initio 
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method). In this type of calculation, there is an approximate Hamiltonian and an 

approximate expression for the total electron density.  

       Density functional theory (DFT) is equivalent to solving Schrödinger's 

equation and is, therefore, an exact theory for describing the electronic structure 

and properties of matter. An important difference between DFT and Wave 

Functional Theory (WFT) is the principle quantity of interest. In DFT this quantity 

is the electron density which, unlike the wave function, is an observable. The 

computational advantage of DFT originates with the fact that the electron density 

has three spatial coordinates, regardless of the number of electrons in the chemical 

system. Thus, DFT allows the calculation of structures and properties of molecules 

with a couple hundred atoms, a feat not generally possible with high-level WFT 

methods. 

      In 1964 the perception of density functional theory was forever changed. That 

year, Höhenberg and Kohn [102-104] provided the long sought after Proof that 

density functional theory is in fact an exact theory for describing the electronic 

behavior of matter. This was accomplished by considering the theorem:  There 

exists a variational principle in terms of the electron density which determines the 

ground state energy and electron density. Further, the ground state electron density 

determines the external potential, within an additive constant. 
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  The Kohn-Sham (KS) scheme [105] reintroduces the orbital (one-electron wave 

function), and may at first glance seem similar to HF. However, the KS-orbitals are 

used as a means for calculating the correct electron density.  As in HF the 

expression for the energy can be divided into contributions (Eq. 40):        

                               E = T + Eee+ Ene                   (40) 

   The ansatz in the KS scheme is to divide the true system into a hypothetical 

system of non-interacting electrons for which an exact functional can be found, 

and a small correction. The hypothetical system is fully described by a single 

Slater determinant wave function, so that orbitals can be reintroduced. 

As a consequence, the electron density is defined as the sum of orbital densities. 

The functional can now be written as: 

                E = Ts + Ene+ J + Exc                             (41) 

      Where Ts is the kinetic energy of the hypothetical system, Ene and J are the 

classical expressions for nucleus-electron: attraction and electron-electron 

repulsion and Exc is the so-called exchange correlation term. The first three terms 

of Eq. (41) are known, and if E is defined as the true energy it will also define Exc. 

So, Exc is thus the energy not accounted for in the three first terms. It comprises the 

kinetic energy not within Ts and the different two-electron contributions to the 

total energy E not included in J.  As in HF a set of one-electron equations are 
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solved iteratively using an SCF procedure leading to the optimal KS orbitals. 

These orbitals lack strict physical meaning and are only used as tools to calculate 

the density and energy. It is noteworthy that even though the Kohn-Sham scheme 

is a single determinant approach it includes electron correlation. Just as with HF, 

DFT can be extended to allow for spin dependence. A separation of the spatial 

parts leads to an unrestricted scheme, where the spin densities vary. 

       It is the quality of the exchange-correlation term that determines the quality of 

the method. Usually this term is divided into one correlation contribution and one 

exchange contribution (Eq. 42). 

         E = Ec + Ex                                            (42) 

       There is no physical motivation for this separation but it is widely used. The 

method is then constructed by combining one functional for the correlation and one 

for the exchange. There are three common ways to model the Exc functional; the 

local density approximation (LDA). The generalized gradient corrected (GGA), 

and the hybrid functional methods. 

       In LDA, the system is locally treated as a uniform electron gas, and the density 

therefore varies very slowly or not at all. This leads to simple functionals that only 

depend on the local density, p. A common local exchange functional is that of 
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Slater (S), and a common local correlation functional is that of Vosko, Wilk and 

Nusair (VWN) [106].  

      Since a uniform electron gas is insufficient for a molecule, this method is 

improved by treating the system as non-uniform. To do this the variations in the 

density s accounted for through the gradient of the density, and such methods are 

known as generalized gradient approximation (GGA) methods or gradient 

corrected methods. The GGA’s are sometimes referred to as non-local methods. 

Several functionals have been developed, e.g. the Becke[107] exchange correction 

(B) and the Perdew and Wang (PW91) and Lee, Yang and Parr (LYP)[108,109] 

correlation functionals. 

      The last methods that will be discussed here are hybrid methods, which are a 

combination of different methods. The adiabatic connection formula gives the 

possibility to include exact HF exchange with LSDA and GGA models. The extent 

of HF exchange is not known and the different contributions are therefore fitted to 

experimental data. The most well-known is the B3LYP[107-109]functional. 

      A particular DFT method is constructed by combining functionals for exchange 

and correlation, and the method is named as the combination, i.e. SWVN, BPW91 

and B3PW91. GGA often performs better than LDA, and gives geometries and 

vibrational frequencies of similar or better quality than MP2, but at a 
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computational cost similar to HF. The low cost of DFT methods makes them very 

attractive. 

      But DFT also has several drawbacks. The first one is that the approximate 

functionals used are not variational, and they cannot be improved systematically 

like the wave function approach can by applying more rigorous corrections. Much 

work therefore goes into verifying that a specific functional is suited for the 

problem at hand. Another drawback is that it cannot describe excited states of the 

same symmetry as the ground state [110]. Yet another one is that it sometimes has 

problems in describing systems of multi reference character[111]. 

 

I.4.3: Potential Energy Surface and Geometry Optimization: 

   The Concept of potential energy surface is the consequence of the Born and 

Oppenheimer[112-114] proposal of separating the motion of nuclei and electrons 

in the molecular system. Therefore, the nuclei may be considered to move under 

the influence of a potential field due to the electrons and consequently many 

molecular configurations in terms of many dimensional potential energy surface is 

expected.    

                   Geometry optimizations typically attempt to locate a minimum on the 

potential energy surface in order to predict equilibrium structures of molecular 

systems (although they may also be used to locate transition structures). For this 
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reason, geometry optimizations to a minimum are also called minimizations. 

              Potential Energy Surface specifies the way in which the energy of a 

molecular system varies with small changes in its structure. In this way, a potential 

energy surface is a mathematical relationship linking the molecular structure and 

the resultant energy. For a diatomic molecule, the potential energy surface can be 

represented by a two-dimensional plot with the internuclear separation on the X-

axis and the energy at that bond distance on the Y-axis; in this case the potential 

energy surface is a curve. For larger systems the surface has as many dimensions 

as there are degrees of freedom within the molecule 

A minimum is a point at the bottom of a valley in the potential energy surface, 

from which motion in any direction leads to a higher energy. There are two types 

for these minima: the local minimum, which corresponds to the lowest point in 

some limited region of the potential surface, and the global minimum, which is the 

lowest energy point anywhere on the potential surface. Different minima 

correspond to different conformations or structural isomers of the molecule under 

investigation. The illustration also shows two maxima and a saddle point (the latter 

corresponds to a transition state structure). At both minima and saddle points, the 

first derivative of the energy, known as the gradient, is zero. Since the gradient is 

the negative of the forces, the forces are also zero at such points. A point on the 

potential energy surface where the forces are zero is called a stationary point. All 
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successful optimizations locate a stationary point, although not always the one that 

was intended. Geometry optimizations usually locate the stationary point closest to 

the geometry from which they started. When you perform a minimization, 

intending to find the minimum energy structure, there are several possibilities as to 

the nature of the results: you will find the global minimum, a local minimum but 

not the global minimum, or a saddle point. 

Characterizing Stationary points:    A geometry optimization alone cannot tell 

you about the nature of the stationary point that it finds.  In order to characterize a 

stationary point, it is necessary to perform a frequency calculation on the optimized 

geometry.  In order to distinguish a local minimum from the global minimum, it is 

necessary to perform a conformational search.  You might begin by altering the 

initial geometry slightly and then performing another minimization and 

modification of the dihedral angles is often a good place to start.  There are also 

varieties of conformational search tools that can help with this task. 

   The completed frequency calculation will include a variety of results: 

frequencies, intensities, the associated normal modes, the structure’s zero point 

energy, and various thermo chemical properties. If any of the frequency values are 

less than zero, these frequencies are known as imaginary frequencies.  The number 

of imaginary frequencies indicates the sort of stationary point to which the given 

molecular structure corresponds. By definition, a structure that has n imaginary 
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frequencies is an nth order saddle point. 

              Thus, the global minimum will have zero imaginary frequencies. An 

ordinary transition structure will have only one imaginary frequency since it is a 

first order saddle point. 

     To begin the process of optimization, one must specify an initial geometry 

(initial set of Cartesian or internal coordinates), initial basis set and then the 

chemistry program completes a series of computations [115,116]. These 

computations not only give you a new geometry, but also a new energy for the 

molecule.  This process is repeated until the molecular energy reaches its 

minimum.  The flow chart that explains the sequence of events which occur in 

order to optimize a basis set [117] is given in Fig. I.3. 
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Fig. I.3: The flow chart that explains the sequence of optimization of a basis set.  
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I.4.4: Time-dependent DFT (TD-DFT)  

             Time-dependent density functional theory (TD-DFT) uses the same Kohn-

Sham approach in DFT of replacing interacting particles with independent particles 

with an interacting density.  It is described by a time-dependent Schrödinger-like 

equation: 

 

where,  is the electronic wave function at a particular time t, and  is the 

electronic Hamiltonian.  In this work, we use TD-DFT to calculate excitation 

energies of molecules. The influence of the solvents used in this study on the 

lowest singlet states of the charge transfer  complexes was evaluated using TDDFT 

[118].  The solvent dependence of the absorption spectra was studied by 

performing TDDFT calculations on the optimized ground in combination with the 

CPCM [119].   
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